
 DSHL Summer School 2022
Day 2: Deep Learning

Martin Antenreiter



Conventional 
Machine Learning

 Limited in their ability to process natural data in 
their raw form. We need features!
 Creating features is difficult, time-consuming, 

requires expert knowledge.





History

 1958 - Frank Rosenblatt creates the Perceptron.
 1959 - Hubel and Wiesel elaborate cells in Visual 

Cortex
 1975 - Paul J. Werbos develops the 

Backpropagation Algorithm
 1980 - Neocognitron, a hierarchical multilayered 

ANN.
 1990 - Convolutional Neural Networks















Gradient Descent

 Minimize the squared error on the training 
examples!













Built-in activation functions 
in Tensorflow (TF)

 see tf.keras.activations

 https://www.tensorflow.org/api_docs/pytho
n/tf/keras/activations

https://www.tensorflow.org/api_docs/python/tf/keras/activations
https://www.tensorflow.org/api_docs/python/tf/keras/activations


Build a Network

 By linking simple neurons together, a 
complex network is created.

 Weights determine the "total function".

 Calculation can be done in parallel













Network Training 
Update of the Weights

Different optimization methods are available
see tf.keras.optimizers

• Gradient method
• Update with learning rate * Gradients
• Variable inertia term (Momentum)
• Procedure with variable learning rate

https://www.tensorflow.org/api_docs/python/tf/keras/optimizers/




Network Training
Settings

• Settings
– learning rate 
–Regularization parameters
–Algorithm for the optimization of 

weights

• Lots of data and big networks:
–Training time can take several 

days/weeks!



Network Training 
Learning Rate









Large Models

• Choromanska et al & LeCun 2014, 
• ‘The Loss Surface of Multilayer Nets’
• The low-index critical points of large models 

concentrate in a band.



Trained NN

• Neural network after training
 What has it learned?
 Which structures are important for the 
NN?

Is an analysis & interpretation possible?









Fooling NN 
Access Control

• Face recognition with NN
–Glasses                  other person!





Types of 
Neural Networks - RNN

• Recurrent neural network (RNN)
–Time series processing
–Long short-term memory (LSTM)

• Applications
– Speech recognition (Siri, Alexa)
– Action recognition in videos

• Tensorflow Keras RNN
– https://www.tensorflow.org/guide/keras/rnn

https://www.tensorflow.org/guide/keras/rnn


Speech Recognition using 
Deep Learning









Networks for Images





Why Multiple Layers?

Layers represents different features!
Pixel => edge => texton => part => object





https://cs231n.github.io/convolutional-networks/






Deeplearning Network
VGGNet

• Object recognition with 16 layers

• 138 million weights
• 4 GPUs ~ 3 weeks learning time
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